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The deep layer

❖ Depth: g=29.8, r=29.3, i=28.9, z=28.2, y=27.4 

❖ Area: 5 arcmin2 

❖ 4 Narrow bands at z ~ 4, 5, 6, 7

❖ Main science goals:

✦ Dropouts / Lyman break galaxies (LBGs) at 
3.5 ≲ z ≲ 6.0                           

✦ Lyman Alpha emitters (LAEs) at z = [4,5,6,7] 



Comparison massive galaxies at z~2.5 
and z~3.5
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Fig. 2.— Photometric redshift distribution of galaxies in the
FIRES fields with Js − H > 0.9; H < 23.4 (blue) and H − Ks >
0.9; Ks < 24.6 (red). Although the samples show a small overlap
in redshift space, no galaxy meets both selection criteria. For com-
parison, the dotted line shows the redshift distribution of galaxies
satisfying Js − Ks > 1.3 and Ks < 24.6.

2003; Quadri et al. 2006).

5. REST FRAME SEDS

Athough there is no appreciable change in the num-
ber of galaxies selected to have strong Balmer/4000 Å
breaks from z ∼ 2.4 to z ∼ 3.7, their properties are
quite different. Fig. 3 shows the spectral energy distri-
butions (SEDs) of the two galaxy samples shifted to the
rest-frame. The Js − H galaxies typically have red rest-
frame UV-optical colors and a fairly flat rest-UV spec-
trum, consistent with previous studies of DRGs in the
redshift range 2 < z < 3 (Förster-Schreiber et al. 2004).
In contrast, the higher-redshift H − Ks galaxies gener-
ally have blue UV-optical colors. The spectral slopes
of the two samples through the Balmer/4000 Å break
are similar for the two samples, confirming that the NIR
color criteria proposed here select galaxies with similar
(U − B)rest colors over 2 < z < 4.5.

We quantify the spectral shapes of the SEDs using the
rest-frame UV power-law slope, Fλ ∝ λβ (Calzetti et al.
1994), measured from a best-fit Bruzual & Charlot
(2003) template with an exponentially decaying star for-
mation rate (τ = 300 Myr) and solar metallicity. The
template fits to the broadband photometry hold the red-
shift fixed to the catalog zphot values, allow ages between
0.1 Myr and the age of the universe at zphot and al-
low AV = 0 − 3 mag following the extinction law of
Calzetti et al. (2000). Corrections for Lyα forest ab-
sorption are applied following Madau (1995). The dis-
tributions of β for the two galaxy samples are shown
in Fig. 3. The distribution is quite flat for the Js − H
sample—similar to the distribution seen for a large sam-
ple of massive DRGs by van Dokkum et al. (2006). In
contrast, the distribution of β for the H − Ks sample
shows a peak at β ∼ −2, values similar to those found
by Adelberger & Steidel (2000) for UV-selected galax-
ies and to the sample of massive Lyman break galaxies
(LBGs) discussed by van Dokkum et al. (2006).

Of the 12 galaxies in the H − K sample that have
zphot in the range 2.7 < z < 3.4 or 3.9 < z < 4.5, 10
have synthetic UnGRI colors integrated from the best-fit
templates that satisfy the U or G dropout LBG color cri-
teria at those redshifts proposed by Steidel et al. (1999).
However, 8 of those 10 galaxies with LBG colors have
R > 25.5, too faint to be included in typical spectro-
scopic samples of LBGs.

Fig. 3.— Rest-frame SEDs of the Js − H (blue circles) and
H−Ks (red diamonds) galaxy samples limited to 2 < zphot < 3 and
3 < zphot < 4.5, respectively. The SEDs are normalized to the flux
at λrest = 3700 Å determined from a linear interpolation between
the two nearest filters in the rest frame. The solid red and blue
lines indicate a running median of the 10 neighboring points for the
two samples. An unreddened 1 Gyr old τ300 template is shown for
reference. The similarity of the SED slopes at the Balmer/4000 Å
break demonstrates how the two color criteria are matched to select
similar rest-frame spectral shapes at two different redshifts. Inset:
distribution of the synthetic rest-frame UV spectral slope, β. The
thin histograms correspond to the entire samples, while the filled
histograms are for sources that fall within the 2 < zphot < 3 and
3 < zphot < 4.5 comparison ranges. With few exceptions, the
higher redshift galaxies in the H − Ks sample have UV-optical
colors that are significantly bluer than those of the Js −H selected
galaxies at lower redshift.

6. DISCUSSION

We have shown that we can efficiently select z ∼ 3.7
galaxies in the near-IR with the simple color criterion
H − K > 0.9. The samples described here indicate that
the rest-frame UV-optical SEDs of galaxies selected to
have strong Balmer/4000 Å breaks are significantly dif-
ferent at z ∼ 2.4 and z ∼ 3.7: galaxies in the higher
redshift sample have a median NUV/optical flux ratio
2 − 4 times greater than that of the galaxies at z ∼ 2.4.
Finding evolution in the properties of galaxies over the
∼ 1 Gyr between z = 2.4− 3.7, which at the distant end
is only 1.7 Gyr after the Big Bang, is in itself not surpris-
ing, as the spectral evolution is rapid at these redshifts
for galaxies with a broad range of formation redshifts and
subsequent star formation histories. What is interest-
ing is that the galaxies in both samples were selected to
have similarly strong Balmer/4000 Å breaks, indicating
the presence of an evolved stellar population that itself
would not be a likely source for the strong NUV compo-
nent of the z ∼ 3.7 SEDs. A two-burst model whose op-
tical SED is dominated by an evolved stellar population
but that also contains a young component that supplies
the UV flux could explain the z ∼ 3.7 SEDs. Though
two-component model fits are beyond the scope of this
Letter, there have been other observations of red galax-
ies at high-z suggesting that composite populations are
appropriate, both from SED modelling (Yan et al. 2004)
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would not be a likely source for the strong NUV compo-
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Massive, red galaxies at 
z~3.5 are much bluer in the 
rest-frame UV than at z~2.5:

Use dropout technique to 
find massive galaxies 
beyond z~3.5

Comparison massive galaxies at z~2.5 
and z~3.5



Science with dropouts / LBGs

❖ UV Luminosity functions: star 
formation history (SFH) of the early 
universe (e.g., Shimasaku et al. 2005, Yoshida et al. 

2006, Tresse et al. 2007, Bouwens et al. 2007)

❖ Clustering: importance of the 
environment for the SFH of galaxies



SFR density of the universe

Bouwens et al. 2007
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TABLE 8
Observed Luminosity Densities.a

Dropout log10L (ergs s−1 Hz−1 Mpc−3)
Sample < z > L > 0.3L∗

z=3 L > 0.04L∗
z=3

B 3.8 26.09±0.05 26.42±0.05
V 5.0 25.74±0.06 26.11±0.06
i 5.9 25.59±0.08 26.07±0.08
z 7.4 24.75±0.48 25.58

aBased upon LF parameters in Table 7. At z ∼ 7.4, the luminosity
densities are based upon the search results for the Bouwens &
Illingworth (2006) conservative selection (§5.4).

found (0.45±0.09) when integrating our LFs to −17.5 AB
mag.

We have compared our results to several previous de-
terminations in the Figure 6. To our bright magnitude
limit (top panel), the present results appear to be in good
agreement with several previous findings at z ∼ 4 (Gi-
avalisco et al. 2004b; Ouchi et al. 2004). At z ∼ 5, our
results are somewhat lower than those of Giavalisco et al.
(2004b) and Yoshida et al. (2006). To our faint magni-
tude limit (bottom panel), the only previous determina-
tions which are available at z ∼ 4, z ∼ 5, and z ∼ 6 are
those of Beckwith et al. (2006). At each redshift interval,
our determinations of the luminosity density are similar,
albeit slightly higher. For a more complete discussion of
how the present LFs and thus luminosity densities com-
pare with previous determinations, we refer the reader
to §4.3.

It is also of interest to convert the luminosity densities
into the equivalent dust-uncorrected SFR densities using
the Madau et al. (1998) conversion factors:

LUV = const x
SFR

M!yr−1
ergs s−1 Hz−1 (3)

where const = 8.0 × 1027 at 1500 Å and where a 0.1-
125 M! Salpeter IMF and a constant star formation rate
of ! 100 Myr are assumed. In view of the young ages
(∼ 10-50 Myr) of many star-forming galaxies at z ∼ 5−6
(e.g., Yan et al. 2005; Eyles et al. 2005; Verma et al.
2007), there has been some discussion about whether the
latter assumption would cause us to systematically un-
derestimate the SFR density of the universe at very early
times (Verma et al. 2007).

To calculate the total SFR density at early times, we
must of course make a correction for the dust obscu-
ration. Correcting for dust obscuration is a difficult en-
deavor and can require a wide variety of multiwavelength
observations to obtain an accurate view of the total en-
ergy output by young stars. We will not attempt to
improve upon previous work here and will simply rely
upon several estimates of the dust extinction obtained
in previous work. At z " 3, we will use the dust cor-
rections of Schiminovich et al. (2005) and at z ∼ 6 we
will use a dust correction of ∼ 0.18 dex (factor of ∼ 1.5),
which we derived from the β’s observed for z ∼ 6 i-
dropouts (Stanway et al. 2005; Yan et al. 2005; B06)
and the IRX-β relationship (Meurer et al. 1999). The
IRX-β relationship provides a fairly good description of
the dust extinction at z ∼ 0 (e.g., Meurer et al. 1999)
and z ∼ 2 (Reddy & Steidel 2004; Reddy et al. 2006).

Fig. 6.— The rest-frame UV continuum luminosity density inte-
grated to 0.3L∗

z=3 (top panel) and 0.04L∗
z=3 (bottom panel) as a

function of redshift. The equivalent star formation rate density is
also shown assuming no extinction correction. The rest-frame UV
continuum luminosity density is converted to a star formation rate
density assuming a constant > 108 yr star formation model and a
Salpeter (1955) IMF (Madau et al. 1998). The present determina-
tions are shown as large red circles, with 1σ errors. Also shown are
the luminosity density determinations by Schiminovich et al. (2005:
black hexagons), Steidel et al. (1999: green crosses), Giavalisco et
al. (2004b: black diamonds), Ouchi et al. (2004: magenta circles),
Yoshida et al. (2006: black circles), Beckwith et al. (2006: black
crosses), Reddy et al. (2007: magenta crosses), Bouwens & Illing-
worth (2006: red pentagons), and Bouwens et al. (2005: red square
shown with its 1σ upper limit). The dotted hexagon in the lower
panel shows the inferred luminosity density at z ∼ 7.4 assuming
our fit results for the Bouwens & Illingworth (2006) conservative
selection (§5.4: Table 7).

At redshifts of z ∼ 4 − 5, we will interpolate between
the dust extinctions estimated at z ∼ 2 − 3 and those
at z ∼ 6. The results of these calculations are shown in
Figure 7 for the luminosity densities integrated down to
0.04L∗

z=3 (the faint-end limit for our z ∼ 6 searches) and
0.3L∗

z=3 (the faint-end limit for our z ∼ 7− 10 searches).
These star formation rate densities are also tabulated in
Table 9. At z ∼ 6, the star formation rate density is
just ∼ 0.3 times the SFR density at z ∼ 4 (integrated
to −17.5 AB mag). Clearly the star formation rate den-
sity seems to increase much more rapidly from z ∼ 6
to z ∼ 4 than the UV luminosity density does. This
is a direct result of the apparent evolution in the dust
obscuration over this redshift interval.

4. ROBUSTNESS OF LF RESULTS

In the previous section, we used our very deep and
wide-area B, V , and i dropout selections to determine
the UV -continuum LF at z ∼ 4, z ∼ 5, and z ∼ 6 to
∼ 3 − 5 mag below L∗. This is fainter than all previ-
ous probes not including the HUDF data. Since these
determinations reach such luminosities with significant
statistics and over multiple fields, they have the promise
to provide us with a powerful measure of how galaxies are
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Clustering of dropouts

2 Ouchi et al.

Fig. 1.— The distribution of LBGs at z = 4.0 ± 0.5 in the
SXDF. The red, blue, and black points denote the positions of
the LBGs with i′ < 24.5 (bright), 24.5 ≤ i′ < 26.0 (interme-
diate), and 26.0 ≤ i′ < 27.5 (faint), respectively. The gray ar-
eas present masked regions where we did not use for our analy-
sis. The scale on the map is marked in both degrees and (co-
moving) megaparsecs for projected distance at z = 4.0. This
figure is degraded. This paper with the original figure
can be downloaded from http : //www − int.stsci.edu/ ∼
ouchi/work/astroph/sxds z4LBG/ouchi highres.pdf

which were determined with the results of spectroscopy
and Monte-Carlo simulations. We visually inspect all
the candidates and mask areas contaminated with halos
of bright stars and CCD blooming. Our final catalog in-
cludes 16,920 LBGs in a 1.00 deg2 area (Table 1). Figure
1 shows the sky distribution of our LBGs. Our spec-
troscopic follow-up observations show that 60 out of 63
identified candidates are real LBGs at z = 3.5 − 4.5;
i.e., 17 out of 17 and 43 out of 46 are LBGs in the
SXDF (Akiyama M. in preparation) and in the Subaru
Deep Field, respectively, where the latter LBG sample
is made with the same color criteria as ours (Yoshida
2005). Thus, the contamination rate of our LBG sample
is estimated to be (63 − 60)/63 = 5%.

3. RESULTS AND DISCUSSION

3.1. Definitive Identification of Clustering Transition

We derive the ACF, ω(θ), by the formula of Landy &
Szalay (1993) with random samples composed of 200,000
sources, and estimate bootstrap errors (Ling et al. 1986).
Since clustering properties of our 5% contaminants are
not clear, we do not apply a correction for contaminants
with the assumption of random distribution (c.f. Ouchi
et al. 2004b). However, this correction changes ω(θ) and
bias only by 10% or less. Figure 2 presents the ACF of
LBGs (top panel), residuals of a power-law fit (middle
panel), and galaxy-dark matter bias (bottom panel) de-
fined as b(θ) ≡

√

ω(θ)/ωdm(θ), where ωdm(θ) is the ACF
predicted by the non-linear model of Peacock & Dodds
(1996). In the top and middle panels of Figure 2 the
ACF of LBGs shows a significant excess on small scale,
and indicates that a power law, Aωθ−β , does not fit the

Fig. 2.— Top : The ACF, ω(θ), of LBGs. The filled and open
squares indicate the ACF with 1 σ bootstrap errors, while the
open squares mean for ACF on very small scale which may include
additional errors in source deblending and confusion. The solid
line is the best-fit power law (Aωθ−β) for 2′′ − 1000′′. The open
circles are the ACF with IC correction under the assumption of
the conventional power-law approximation, and the dashed lines
are the best-fit power law for these open circles. The dotted curve
is the ACF of dark matter predicted by the non-linear model of
Peacock & Dodds (1996). The scale on the top axis denotes the
projected distance in comoving megaparsecs at z = 4.0. The ticks
labeled with R(1E10), R(1E11), R(1E12), R(1E13), and R(1E14)
correspond to the predicted virial radii of dark halos, r200, with a
mass of 1× 1010, 1011, 1012, 1013, and 1014 h−1

70 M#, respectively.
Middle : The ratios of the ACF to the best-fit power law for our
LBGs (squares), together with those for local galaxies (crosses;
Zehavi et al. 2004). Bottom : The galaxy-dark matter bias, b,
of LBGs as a function of separation. The dashed curve presents
bias of local galaxies (Zehavi et al. 2004). The ticks with b(1E11),
b(1E12), and b(1E13) show linear biases of dark halos with a mass
of 1× 1011, 1012, and 1013 h−1

70 M#, respectively, predicted by the
CDM model of Sheth & Tormen (1999).

data. This is the definitive identification of the depar-
ture from a power law for the ACF of LBGs at z = 4.
With a visual inspection, we confirm that all close-pairs
of LBGs are not false detections. We also plot histogram
of galaxy sizes for LBG pairs. We find that most of our
LBGs have FWHM# 1′′ for pairs with any separations
down to, at least, # 2′′, and that extended LBGs do not
boost small-scale ACF by producing false pairs. Uncer-
tainties in source deblending and photometry can hardly
account for the small-scale excess at ! 2′′. In fact, a
similar small-scale excess of ACF for z = 4 − 5 LBGs is
also found by a recent study on high-resolution (∼ 0′′.1)
HST images (Lee et al. 2005).

Comparing our ACF with the one of dark matter, we
find that the small-scale excess extends up to # 7′′, i.e.
0.24h−1

70 Mpc, which is comparable to virial radius, r200,
of dark halos with a mass of 1011−12M# (see the ticks in
the top panel of Figure 2), where r200 is a sphere of radius
within which the mean enclosed density is 200 times the
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Fig. 1.— The distribution of LBGs at z = 4.0 ± 0.5 in the
SXDF. The red, blue, and black points denote the positions of
the LBGs with i′ < 24.5 (bright), 24.5 ≤ i′ < 26.0 (interme-
diate), and 26.0 ≤ i′ < 27.5 (faint), respectively. The gray ar-
eas present masked regions where we did not use for our analy-
sis. The scale on the map is marked in both degrees and (co-
moving) megaparsecs for projected distance at z = 4.0. This
figure is degraded. This paper with the original figure
can be downloaded from http : //www − int.stsci.edu/ ∼
ouchi/work/astroph/sxds z4LBG/ouchi highres.pdf

which were determined with the results of spectroscopy
and Monte-Carlo simulations. We visually inspect all
the candidates and mask areas contaminated with halos
of bright stars and CCD blooming. Our final catalog in-
cludes 16,920 LBGs in a 1.00 deg2 area (Table 1). Figure
1 shows the sky distribution of our LBGs. Our spec-
troscopic follow-up observations show that 60 out of 63
identified candidates are real LBGs at z = 3.5 − 4.5;
i.e., 17 out of 17 and 43 out of 46 are LBGs in the
SXDF (Akiyama M. in preparation) and in the Subaru
Deep Field, respectively, where the latter LBG sample
is made with the same color criteria as ours (Yoshida
2005). Thus, the contamination rate of our LBG sample
is estimated to be (63 − 60)/63 = 5%.
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3.1. Definitive Identification of Clustering Transition

We derive the ACF, ω(θ), by the formula of Landy &
Szalay (1993) with random samples composed of 200,000
sources, and estimate bootstrap errors (Ling et al. 1986).
Since clustering properties of our 5% contaminants are
not clear, we do not apply a correction for contaminants
with the assumption of random distribution (c.f. Ouchi
et al. 2004b). However, this correction changes ω(θ) and
bias only by 10% or less. Figure 2 presents the ACF of
LBGs (top panel), residuals of a power-law fit (middle
panel), and galaxy-dark matter bias (bottom panel) de-
fined as b(θ) ≡

√

ω(θ)/ωdm(θ), where ωdm(θ) is the ACF
predicted by the non-linear model of Peacock & Dodds
(1996). In the top and middle panels of Figure 2 the
ACF of LBGs shows a significant excess on small scale,
and indicates that a power law, Aωθ−β , does not fit the

Fig. 2.— Top : The ACF, ω(θ), of LBGs. The filled and open
squares indicate the ACF with 1 σ bootstrap errors, while the
open squares mean for ACF on very small scale which may include
additional errors in source deblending and confusion. The solid
line is the best-fit power law (Aωθ−β) for 2′′ − 1000′′. The open
circles are the ACF with IC correction under the assumption of
the conventional power-law approximation, and the dashed lines
are the best-fit power law for these open circles. The dotted curve
is the ACF of dark matter predicted by the non-linear model of
Peacock & Dodds (1996). The scale on the top axis denotes the
projected distance in comoving megaparsecs at z = 4.0. The ticks
labeled with R(1E10), R(1E11), R(1E12), R(1E13), and R(1E14)
correspond to the predicted virial radii of dark halos, r200, with a
mass of 1× 1010, 1011, 1012, 1013, and 1014 h−1
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Middle : The ratios of the ACF to the best-fit power law for our
LBGs (squares), together with those for local galaxies (crosses;
Zehavi et al. 2004). Bottom : The galaxy-dark matter bias, b,
of LBGs as a function of separation. The dashed curve presents
bias of local galaxies (Zehavi et al. 2004). The ticks with b(1E11),
b(1E12), and b(1E13) show linear biases of dark halos with a mass
of 1× 1011, 1012, and 1013 h−1

70 M#, respectively, predicted by the
CDM model of Sheth & Tormen (1999).

data. This is the definitive identification of the depar-
ture from a power law for the ACF of LBGs at z = 4.
With a visual inspection, we confirm that all close-pairs
of LBGs are not false detections. We also plot histogram
of galaxy sizes for LBG pairs. We find that most of our
LBGs have FWHM# 1′′ for pairs with any separations
down to, at least, # 2′′, and that extended LBGs do not
boost small-scale ACF by producing false pairs. Uncer-
tainties in source deblending and photometry can hardly
account for the small-scale excess at ! 2′′. In fact, a
similar small-scale excess of ACF for z = 4 − 5 LBGs is
also found by a recent study on high-resolution (∼ 0′′.1)
HST images (Lee et al. 2005).

Comparing our ACF with the one of dark matter, we
find that the small-scale excess extends up to # 7′′, i.e.
0.24h−1

70 Mpc, which is comparable to virial radius, r200,
of dark halos with a mass of 1011−12M# (see the ticks in
the top panel of Figure 2), where r200 is a sphere of radius
within which the mean enclosed density is 200 times the
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Fig. 1.— The distribution of LBGs at z = 4.0 ± 0.5 in the
SXDF. The red, blue, and black points denote the positions of
the LBGs with i′ < 24.5 (bright), 24.5 ≤ i′ < 26.0 (interme-
diate), and 26.0 ≤ i′ < 27.5 (faint), respectively. The gray ar-
eas present masked regions where we did not use for our analy-
sis. The scale on the map is marked in both degrees and (co-
moving) megaparsecs for projected distance at z = 4.0. This
figure is degraded. This paper with the original figure
can be downloaded from http : //www − int.stsci.edu/ ∼
ouchi/work/astroph/sxds z4LBG/ouchi highres.pdf

which were determined with the results of spectroscopy
and Monte-Carlo simulations. We visually inspect all
the candidates and mask areas contaminated with halos
of bright stars and CCD blooming. Our final catalog in-
cludes 16,920 LBGs in a 1.00 deg2 area (Table 1). Figure
1 shows the sky distribution of our LBGs. Our spec-
troscopic follow-up observations show that 60 out of 63
identified candidates are real LBGs at z = 3.5 − 4.5;
i.e., 17 out of 17 and 43 out of 46 are LBGs in the
SXDF (Akiyama M. in preparation) and in the Subaru
Deep Field, respectively, where the latter LBG sample
is made with the same color criteria as ours (Yoshida
2005). Thus, the contamination rate of our LBG sample
is estimated to be (63 − 60)/63 = 5%.

3. RESULTS AND DISCUSSION

3.1. Definitive Identification of Clustering Transition

We derive the ACF, ω(θ), by the formula of Landy &
Szalay (1993) with random samples composed of 200,000
sources, and estimate bootstrap errors (Ling et al. 1986).
Since clustering properties of our 5% contaminants are
not clear, we do not apply a correction for contaminants
with the assumption of random distribution (c.f. Ouchi
et al. 2004b). However, this correction changes ω(θ) and
bias only by 10% or less. Figure 2 presents the ACF of
LBGs (top panel), residuals of a power-law fit (middle
panel), and galaxy-dark matter bias (bottom panel) de-
fined as b(θ) ≡

√

ω(θ)/ωdm(θ), where ωdm(θ) is the ACF
predicted by the non-linear model of Peacock & Dodds
(1996). In the top and middle panels of Figure 2 the
ACF of LBGs shows a significant excess on small scale,
and indicates that a power law, Aωθ−β , does not fit the

Fig. 2.— Top : The ACF, ω(θ), of LBGs. The filled and open
squares indicate the ACF with 1 σ bootstrap errors, while the
open squares mean for ACF on very small scale which may include
additional errors in source deblending and confusion. The solid
line is the best-fit power law (Aωθ−β) for 2′′ − 1000′′. The open
circles are the ACF with IC correction under the assumption of
the conventional power-law approximation, and the dashed lines
are the best-fit power law for these open circles. The dotted curve
is the ACF of dark matter predicted by the non-linear model of
Peacock & Dodds (1996). The scale on the top axis denotes the
projected distance in comoving megaparsecs at z = 4.0. The ticks
labeled with R(1E10), R(1E11), R(1E12), R(1E13), and R(1E14)
correspond to the predicted virial radii of dark halos, r200, with a
mass of 1× 1010, 1011, 1012, 1013, and 1014 h−1

70 M#, respectively.
Middle : The ratios of the ACF to the best-fit power law for our
LBGs (squares), together with those for local galaxies (crosses;
Zehavi et al. 2004). Bottom : The galaxy-dark matter bias, b,
of LBGs as a function of separation. The dashed curve presents
bias of local galaxies (Zehavi et al. 2004). The ticks with b(1E11),
b(1E12), and b(1E13) show linear biases of dark halos with a mass
of 1× 1011, 1012, and 1013 h−1

70 M#, respectively, predicted by the
CDM model of Sheth & Tormen (1999).

data. This is the definitive identification of the depar-
ture from a power law for the ACF of LBGs at z = 4.
With a visual inspection, we confirm that all close-pairs
of LBGs are not false detections. We also plot histogram
of galaxy sizes for LBG pairs. We find that most of our
LBGs have FWHM# 1′′ for pairs with any separations
down to, at least, # 2′′, and that extended LBGs do not
boost small-scale ACF by producing false pairs. Uncer-
tainties in source deblending and photometry can hardly
account for the small-scale excess at ! 2′′. In fact, a
similar small-scale excess of ACF for z = 4 − 5 LBGs is
also found by a recent study on high-resolution (∼ 0′′.1)
HST images (Lee et al. 2005).

Comparing our ACF with the one of dark matter, we
find that the small-scale excess extends up to # 7′′, i.e.
0.24h−1

70 Mpc, which is comparable to virial radius, r200,
of dark halos with a mass of 1011−12M# (see the ticks in
the top panel of Figure 2), where r200 is a sphere of radius
within which the mean enclosed density is 200 times the
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SXDF. The red, blue, and black points denote the positions of
the LBGs with i′ < 24.5 (bright), 24.5 ≤ i′ < 26.0 (interme-
diate), and 26.0 ≤ i′ < 27.5 (faint), respectively. The gray ar-
eas present masked regions where we did not use for our analy-
sis. The scale on the map is marked in both degrees and (co-
moving) megaparsecs for projected distance at z = 4.0. This
figure is degraded. This paper with the original figure
can be downloaded from http : //www − int.stsci.edu/ ∼
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which were determined with the results of spectroscopy
and Monte-Carlo simulations. We visually inspect all
the candidates and mask areas contaminated with halos
of bright stars and CCD blooming. Our final catalog in-
cludes 16,920 LBGs in a 1.00 deg2 area (Table 1). Figure
1 shows the sky distribution of our LBGs. Our spec-
troscopic follow-up observations show that 60 out of 63
identified candidates are real LBGs at z = 3.5 − 4.5;
i.e., 17 out of 17 and 43 out of 46 are LBGs in the
SXDF (Akiyama M. in preparation) and in the Subaru
Deep Field, respectively, where the latter LBG sample
is made with the same color criteria as ours (Yoshida
2005). Thus, the contamination rate of our LBG sample
is estimated to be (63 − 60)/63 = 5%.

3. RESULTS AND DISCUSSION

3.1. Definitive Identification of Clustering Transition

We derive the ACF, ω(θ), by the formula of Landy &
Szalay (1993) with random samples composed of 200,000
sources, and estimate bootstrap errors (Ling et al. 1986).
Since clustering properties of our 5% contaminants are
not clear, we do not apply a correction for contaminants
with the assumption of random distribution (c.f. Ouchi
et al. 2004b). However, this correction changes ω(θ) and
bias only by 10% or less. Figure 2 presents the ACF of
LBGs (top panel), residuals of a power-law fit (middle
panel), and galaxy-dark matter bias (bottom panel) de-
fined as b(θ) ≡

√

ω(θ)/ωdm(θ), where ωdm(θ) is the ACF
predicted by the non-linear model of Peacock & Dodds
(1996). In the top and middle panels of Figure 2 the
ACF of LBGs shows a significant excess on small scale,
and indicates that a power law, Aωθ−β , does not fit the

Fig. 2.— Top : The ACF, ω(θ), of LBGs. The filled and open
squares indicate the ACF with 1 σ bootstrap errors, while the
open squares mean for ACF on very small scale which may include
additional errors in source deblending and confusion. The solid
line is the best-fit power law (Aωθ−β) for 2′′ − 1000′′. The open
circles are the ACF with IC correction under the assumption of
the conventional power-law approximation, and the dashed lines
are the best-fit power law for these open circles. The dotted curve
is the ACF of dark matter predicted by the non-linear model of
Peacock & Dodds (1996). The scale on the top axis denotes the
projected distance in comoving megaparsecs at z = 4.0. The ticks
labeled with R(1E10), R(1E11), R(1E12), R(1E13), and R(1E14)
correspond to the predicted virial radii of dark halos, r200, with a
mass of 1× 1010, 1011, 1012, 1013, and 1014 h−1

70 M#, respectively.
Middle : The ratios of the ACF to the best-fit power law for our
LBGs (squares), together with those for local galaxies (crosses;
Zehavi et al. 2004). Bottom : The galaxy-dark matter bias, b,
of LBGs as a function of separation. The dashed curve presents
bias of local galaxies (Zehavi et al. 2004). The ticks with b(1E11),
b(1E12), and b(1E13) show linear biases of dark halos with a mass
of 1× 1011, 1012, and 1013 h−1

70 M#, respectively, predicted by the
CDM model of Sheth & Tormen (1999).

data. This is the definitive identification of the depar-
ture from a power law for the ACF of LBGs at z = 4.
With a visual inspection, we confirm that all close-pairs
of LBGs are not false detections. We also plot histogram
of galaxy sizes for LBG pairs. We find that most of our
LBGs have FWHM# 1′′ for pairs with any separations
down to, at least, # 2′′, and that extended LBGs do not
boost small-scale ACF by producing false pairs. Uncer-
tainties in source deblending and photometry can hardly
account for the small-scale excess at ! 2′′. In fact, a
similar small-scale excess of ACF for z = 4 − 5 LBGs is
also found by a recent study on high-resolution (∼ 0′′.1)
HST images (Lee et al. 2005).

Comparing our ACF with the one of dark matter, we
find that the small-scale excess extends up to # 7′′, i.e.
0.24h−1

70 Mpc, which is comparable to virial radius, r200,
of dark halos with a mass of 1011−12M# (see the ticks in
the top panel of Figure 2), where r200 is a sphere of radius
within which the mean enclosed density is 200 times the
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TABLE 8
Observed Luminosity Densities.a

Dropout log10L (ergs s−1 Hz−1 Mpc−3)
Sample < z > L > 0.3L∗

z=3 L > 0.04L∗
z=3

B 3.8 26.09±0.05 26.42±0.05
V 5.0 25.74±0.06 26.11±0.06
i 5.9 25.59±0.08 26.07±0.08
z 7.4 24.75±0.48 25.58

aBased upon LF parameters in Table 7. At z ∼ 7.4, the luminosity
densities are based upon the search results for the Bouwens &
Illingworth (2006) conservative selection (§5.4).

found (0.45±0.09) when integrating our LFs to −17.5 AB
mag.

We have compared our results to several previous de-
terminations in the Figure 6. To our bright magnitude
limit (top panel), the present results appear to be in good
agreement with several previous findings at z ∼ 4 (Gi-
avalisco et al. 2004b; Ouchi et al. 2004). At z ∼ 5, our
results are somewhat lower than those of Giavalisco et al.
(2004b) and Yoshida et al. (2006). To our faint magni-
tude limit (bottom panel), the only previous determina-
tions which are available at z ∼ 4, z ∼ 5, and z ∼ 6 are
those of Beckwith et al. (2006). At each redshift interval,
our determinations of the luminosity density are similar,
albeit slightly higher. For a more complete discussion of
how the present LFs and thus luminosity densities com-
pare with previous determinations, we refer the reader
to §4.3.

It is also of interest to convert the luminosity densities
into the equivalent dust-uncorrected SFR densities using
the Madau et al. (1998) conversion factors:

LUV = const x
SFR

M!yr−1
ergs s−1 Hz−1 (3)

where const = 8.0 × 1027 at 1500 Å and where a 0.1-
125 M! Salpeter IMF and a constant star formation rate
of ! 100 Myr are assumed. In view of the young ages
(∼ 10-50 Myr) of many star-forming galaxies at z ∼ 5−6
(e.g., Yan et al. 2005; Eyles et al. 2005; Verma et al.
2007), there has been some discussion about whether the
latter assumption would cause us to systematically un-
derestimate the SFR density of the universe at very early
times (Verma et al. 2007).

To calculate the total SFR density at early times, we
must of course make a correction for the dust obscu-
ration. Correcting for dust obscuration is a difficult en-
deavor and can require a wide variety of multiwavelength
observations to obtain an accurate view of the total en-
ergy output by young stars. We will not attempt to
improve upon previous work here and will simply rely
upon several estimates of the dust extinction obtained
in previous work. At z " 3, we will use the dust cor-
rections of Schiminovich et al. (2005) and at z ∼ 6 we
will use a dust correction of ∼ 0.18 dex (factor of ∼ 1.5),
which we derived from the β’s observed for z ∼ 6 i-
dropouts (Stanway et al. 2005; Yan et al. 2005; B06)
and the IRX-β relationship (Meurer et al. 1999). The
IRX-β relationship provides a fairly good description of
the dust extinction at z ∼ 0 (e.g., Meurer et al. 1999)
and z ∼ 2 (Reddy & Steidel 2004; Reddy et al. 2006).

Fig. 6.— The rest-frame UV continuum luminosity density inte-
grated to 0.3L∗

z=3 (top panel) and 0.04L∗
z=3 (bottom panel) as a

function of redshift. The equivalent star formation rate density is
also shown assuming no extinction correction. The rest-frame UV
continuum luminosity density is converted to a star formation rate
density assuming a constant > 108 yr star formation model and a
Salpeter (1955) IMF (Madau et al. 1998). The present determina-
tions are shown as large red circles, with 1σ errors. Also shown are
the luminosity density determinations by Schiminovich et al. (2005:
black hexagons), Steidel et al. (1999: green crosses), Giavalisco et
al. (2004b: black diamonds), Ouchi et al. (2004: magenta circles),
Yoshida et al. (2006: black circles), Beckwith et al. (2006: black
crosses), Reddy et al. (2007: magenta crosses), Bouwens & Illing-
worth (2006: red pentagons), and Bouwens et al. (2005: red square
shown with its 1σ upper limit). The dotted hexagon in the lower
panel shows the inferred luminosity density at z ∼ 7.4 assuming
our fit results for the Bouwens & Illingworth (2006) conservative
selection (§5.4: Table 7).

At redshifts of z ∼ 4 − 5, we will interpolate between
the dust extinctions estimated at z ∼ 2 − 3 and those
at z ∼ 6. The results of these calculations are shown in
Figure 7 for the luminosity densities integrated down to
0.04L∗

z=3 (the faint-end limit for our z ∼ 6 searches) and
0.3L∗

z=3 (the faint-end limit for our z ∼ 7− 10 searches).
These star formation rate densities are also tabulated in
Table 9. At z ∼ 6, the star formation rate density is
just ∼ 0.3 times the SFR density at z ∼ 4 (integrated
to −17.5 AB mag). Clearly the star formation rate den-
sity seems to increase much more rapidly from z ∼ 6
to z ∼ 4 than the UV luminosity density does. This
is a direct result of the apparent evolution in the dust
obscuration over this redshift interval.

4. ROBUSTNESS OF LF RESULTS

In the previous section, we used our very deep and
wide-area B, V , and i dropout selections to determine
the UV -continuum LF at z ∼ 4, z ∼ 5, and z ∼ 6 to
∼ 3 − 5 mag below L∗. This is fainter than all previ-
ous probes not including the HUDF data. Since these
determinations reach such luminosities with significant
statistics and over multiple fields, they have the promise
to provide us with a powerful measure of how galaxies are
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16 out of 18 fall within the color selection region. About
half of our candidate LAEs would meet the R < 27 mag-
nitude limit of the “photometric” LBG sample explored by
Sawicki & Thompson (2005), and these objects should com-
prise 5% of their sample.

FIG. 2.— UVR color-color plot of confirmed LAEs (solid circles), can-
didate LAEs with spectroscopy but no confirmed redshift (open circles) and
candidate LAEs without spectroscopy (plusses) versus distribution of the en-
tire 84,410 object optical catalog (dots). The polygonal region in the upper
left is the Lyman break galaxy selection region.

In order to investigate the full SED of the LAEs, which
are too dim to obtain individual detections in our NIR
photometry, we measured stacked fluxes for the confirmed
sample and show the results of SED modelling in Fig.
3. Bruzual & Charlot (2003) population synthesis models
were used, with constant star formation rate, a Salpeter
(1955) initial mass function from 0.1M! to 100M!, so-
lar metallicity and Calzetti et al. (1997) dust reddening (e.g.
Förster Schreiber et al. 2004; van Dokkum et al. 2004). Un-
certainties in the stacked photometry were determined using
bootstrap resampling and are close to the formal errors cal-
culated from the reported APCORR flux uncertainties. Pa-
rameter uncertainties were computed via a Monte Carlo anal-
ysis where the stacked fluxes were varied within their un-
certainties to yield a probability distribution of best-fit pa-
rameters. The age of the stellar population is weakly con-
strained and has been restricted to the physically reasonable
range 10 Myr ≤ t∗ ≤ 2 Gyr. The best-fit parameters shown
in Fig. 3 correspond to minimal dust extinction, significant
star formation rates (5≤SFR≤23 h!270 M!yr!1 at 95% confi-
dence) and low stellar mass (the 95% confidence upper limit
is M∗ = 8.5× 109h!270M!). The LAEs appear to have much
less dust and stellar mass than the ∼ 500 Myr old, AV $ 1,
∼ 2×1010M! Lyman break galaxy population (Shapley et al.
2001) or the ∼ 2 Gyr old, AV $ 2.5, ∼ 1011M! Distant Red
Galaxy population (Förster Schreiber et al. 2004). The star
formation rates of the confirmed LAEs inferred from their
Lyman α luminosities average 5h!270 M!yr!1 and from their
rest-frame UV continuum luminosity densities average 9h!270
M!yr!1. The consistency of these values with the best-fit SFR

from SED modelling implies minimal dust extinction.

FIG. 3.— UBVRIzJK broad-band photometry (average flux density of
stacked sample) of confirmed LAEs along with best-fit model from SED fit-
ting (solid) with model parameters listed. The dotted curve shows a maxi-
mally old model with stellar population age fixed to 2 Gyr (the age of the
universe at z = 3.1), AV = 0.1, SFR=7h!270 M! yr!1 and M∗ = 1.1× 1010h!270
M!.

To check for AGN contamination of our LAE candidate
sample, we have looked for Chandra detections of these ob-
jects. One LAE candidate has an X-ray detection in the cat-
alogs of Virani et al. (2005) and Lehmer et al. (2005a), with
a 0.5-8keV luminosity of 1044 erg s!1. No other candi-
dates showed individual detections, so we removed this ob-
ject and performed a stacking analysis (e.g. Rubin et al. 2004;
Lehmer et al. 2005b) which resulted in a non-detection of the
entire population. Using the conversion between SFR and
X-ray flux given by Ranalli et al. (2003), the upper limit on
the average star formation rate per object is 200h!270 M! yr!1,
which is clearly consistent with the observed SFR. None of
our LAE spectra show broad emission line widths (> 1000
km s!1) that would be inconsistent with the energetics of star
formation. We therefore expect that very few LAE candi-
dates contain luminous AGN which dominate their Lyman α
or continuum emission.

5. DISCUSSION

Our survey covers 31.5′ × 31.5′ × (∆z = 0.04) or 59×
59×38h!370Mpc

3, yielding an LAE number density of 3±1×
10!4h370Mpc

!3, equivalent to 4000± 1600 deg!2 per unit red-
shift. The survey volume was computed using the filter band-
pass FWHM=50Å, and the five candidates without confirmed
redshifts were assumed to be LAEs. The error bars account
for variations in the LAE abundance within our survey vol-
ume caused by large-scale structure assuming a bias of 2. The
true uncertainties could be bigger given the large fluctuations
in density observed for LAEs at z = 4.9 by Shimasaku et al.
(2004). Combining the measured number density and using
the best-fit star formation rate per object of 6h!270 M! yr!1, we
find a cosmic star formation rate density of 2× 10!3h70 M!

yr!1Mpc!3. This is significantly less than the LBG SFR den-

Gawiser et al. 2006
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Fig. 6.— Portions of the GV continuum and continuum–subtracted NB images showing the two

prominent “Blobs”. The boxes indicate LBGs with spectroscopic redshifts placing them within the

z = 3.090 over-density. The properties of the Blobs are summarized in Table 2.
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Figure 11. Angular correlation function of emitters at z = 6.6, assuming that
observed emitters reside in haloes with m exp[−τα(ν0)] > 7 × 1010 M#.
The curves in the top panel are calculated in the same volume and with the
same number of emitters, 58, as the SDF photometric sample. The bottom
two panels are in a volume a slightly larger volume than the upcoming 1-
deg2 Subaru/XMM–Newton Deep Survey (SXDS), with 250 emitters in the
middle panel and with 190 in the bottom one. The thick error bars owe to shot
noise, and the thin owe to shot noise plus cosmic variance. To calculate these
errors, we conservatively assume Fc = 0.25 in the top two panels (Fc = 0
in the bottom panel). Current surveys can potentially distinguish an ionized
universe (the curves labelled ‘intrinsic’) from a universe with x̄i ! 0.5.

186-Mpc simulation box allows, and we do this computation for
τα(ν0) calculated along the î, ĵ and k̂ directions. (For the SDF, 20
spatially independent surveys can fit into the simulation box, leading
to 60 mock catalogues. In practice, we construct many times more
overlapping mock catalogues than this number to obtain all the in-
formation that is available from the simulation box.) In addition, we
compute wE(r) and CE from all the haloes above mmin in each mock
survey region, and then we subtract out the shot-noise contribution
to determine the cosmological part of the covariance matrix. This
procedure takes advantage of the fact that the cosmological contri-
bution to wE(r) and CE does not depend on fE, allowing us to reduce
the uncertainty in our estimates for these quantities.

Fig. 11 plots predictions for the correlation function of LAEs
at z = 6.6 and mmin = 7 × 1010 M#. The pessimistic estimate
in Kashikawa et al. (2006) for the contamination fraction of the
SDF photometric sample is Fc = 0.27, and Kashikawa et al. (2006)
estimates that the contamination is probably closer to Fc = 0.16.
We set Fc = 0 for the spectroscopic survey curves (bottom panel)
and Fc = 0.25 for the photometric surveys (middle and top panels).
We also lower the number of emitters in the mock spectroscopic
surveys by 1 − Fc, where Fc = 0.25 is the contamination fraction in
the mock photometric sample. Foreground contamination will bias
the estimate for the measurement of the correlation function by the

factor (1 − Fc)2. Rather than plot biased curves for wE in Fig. 11,
we instead divide the Poisson errors by the appropriate factor to
account for contamination.

The top panel in Fig. 11 displays the average correlation function
for several clustering models, generated in mock surveys with the
same dimensions as the SDF (34 arcmin × 27 arcmin × 130 Å)
and with 58 emitters – the number of LAEs in the SDF photometric
sample. The thick error bars in Fig. 11 account for shot noise and the
thin error bars include both shot noise and cosmic variance. Note
that the cosmic variance errors in the top panel are important, par-
ticularly on large scales. The impact of cosmic variance is relatively
independent of the flux sensitivity of the survey. Therefore, a larger
survey volume than the SDF is necessary to mitigate its effect.

However, Fig. 11 suggests that current observations in the SDF
can distinguish a model with x̄i = 0.5 from one with x̄i ≈ 1. Fig. 12
illustrates more explicitly the ability to constrain reionization with
current and upcoming surveys. Note that the y-axis in Fig. 12 is linear
rather than log as in Fig. 11. The top two panels in Fig. 12 show
wE measured from different locations in our box for similar survey
specifications as in Fig. 11 and with Fc = 0 and Fc = 0.25. The
dashed curves are eight randomly selected sets of wE for x̄i = 0.5,
and the solid ones are the same for x̄i ≈ 1. Both groups of curves
in the top two panels in Fig. 12 are measured from independent
volumes in the simulation box, and each curve is calculated from 58
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Figure 12. Angular correlation function of emitters at z = 6.6 measured
from independent volumes in the 186-Mpc simulation box of model (i) for
x̄i ≈ 1 (solid curves) and for x̄i = 0.5 (dashed curves). The curves in the
top two panels are calculated in the same volume and with the same number
of objects, 58, as the SDF photometric sample, and the curves in the bottom
panel are calculated from 250 emitters in an area that is slightly larger than
the upcoming SXDS. These curves assume that m exp[−τα(ν0)] > 5 × 1010

M#, and there are eight curves in each set. The thick solid line with circles
in the top two panels is the 2D correlation of the SDF photometric sample
at z = 6.6 (Kashikawa et al. 2006). The insets magnify the region 4 < r <

20 Mpc h−1.
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Figure 1. Slices through the middle of the 186-Mpc simulation box for the three models. The top row is at x̄i = 0.3, the middle is at x̄i = 0.5, and the bottom
is at x̄i = 0.8. Model (iii), in which minihaloes limit the photon mean free path, has the smallest bubbles, whereas model (ii), in which the sources are the most
biased, has the largest.

2003; Springel & Hernquist 2003). The total budget of ionizing pho-
tons released is calibrated such that reionization ends at z ≈ 7 as in
model (i).

(iii) Absorption by minihaloes shapes the morphology of reion-
ization. We use the same source parametrization as in model
(i) except that the sources are twice as luminous so that reionization
ends at z ≈ 7. While minihaloes do not contribute ionizing pho-
tons in this model, they do act as photon sinks. All minihaloes with
m > 105 M" absorb incident ionizing photons out to their virial
radius until they are photoevaporated. This absorption cross-section
is larger than the cross-section found in radiative-hydrodynamic
simulations of minihalo evaporation (Iliev, Shapiro & Raga 2005),
suggesting that this model overestimates the impact of minihalo
absorption. The photoevaporation time-scale is roughly the sound-
crossing time-scale of a halo.6

Fig. 1 displays slices through simulations using models (i), (ii)
and (iii). The white regions are ionized and the black are neutral.

6 We use the fitting formula in Iliev et al. (2005) for the evaporation time-
scale, which parametrizes the evaporation time-scale as a function of redshift,
halo mass and incident ionizing flux.

Model (ii) results in the largest H II regions because it has the most
biased sources, whereas model (iii) produces the smallest bubbles,
with the maximum bubble radius restricted to be roughly the mean
free path for ionizing photons to intersect a minihalo.

One piece of physics that is missing from these three reion-
ization models and that has not been quantified in simulations of
reionization is the effect of a duty cycle for the ionizing sources
on the morphology. It is probable that the galaxies form massive
stars and contribute ionizing photons only during certain periods. In
Appendix C, we demonstrate that the duty cycle of the sources does
not affect the morphology of the ionized regions for most realistic
reionization models.

3 L A E M A P S

Fig. 2 shows mock LAE surveys created using snapshots from the
simulation of model (i) in the 94-Mpc box and with a depth of
130 Å or approximately 35 Mpc. The dimensions of these mock
surveys are roughly the same as the z = 6.6 Subaru Deep Field (SDF)
(Taniguchi et al. 2005; Kashikawa et al. 2006). Each panel would
subtend 0.◦6 or roughly the solid angle of the moon. These LAE
maps are generated using Method 2 in Section 2.2 and assuming that
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SFR limits for the deep layer from Lyα

25.6
25.5

25.0

24.4

Volumes in 
Mpc3:

z~4: 4.6x106

z~5: 4.2x106

z~6: 3.7x106

z~7: 3.4x106



Comparison to current LAE studies

❖ Ouchi et al. (2007):

✦ z~3.1: AB= 25.3, 1 deg2

✦ z~3.7, AB = 24.7, 1 deg2

✦ z~5.7, AB = 26.0, 1 deg2

❖ Kashikawa et al. (2006):

✦ z~6.5, AB = 26.0, 0.25 deg2

❖ Ota et al. (2007):

✦ z~7.0, AB = 24.9, 0.25 deg2



LAEs at z~7.0

Ota et al. 2007

z = 7 LAE 23

Fig. 4.— The muti-waveband images of the IOK-1, IOK-2 and IOK-3 as well as NB973–3σ excess objects, Obj-4 and Obj-5 (labeled by
1, 2, 3, 4 and 5, respectively). IOK-1, a z = 6.96 LAE, and IOK-2 are clearly detected only in NB973. IOK-3, a z = 6.6 LAE identified
by Kashikawa et al. (2006b), shows a significant excess in both NB921 and NB973 against z′ at the same time but is obviously brighter in
NB921. The Obj-4 is seen in all the narrowbands, i′ and z′ bands while the Obj-5 is detected in z′, NB921 and NB973. Both objects show
3σ–excess in z′− NB973 but no excess in NB816 (bandpass for z = 5.65–5.75 LAEs), NB921 (bandpass for z = 6.5–6.6 LAEs) and thus can
be either of z = 6.2–6.4 galaxies, low-z EROs or late type dwarf stars.



Comparison to current LAE studies

❖ Ouchi et al. (2007):

✦ z~3.1: AB= 25.3, 1 deg2

✦ z~3.7, AB = 24.7, 1 deg2

✦ z~5.7, AB = 26.0, 1 deg2

❖ Kashikawa et al. (2006):

✦ z~6.5, AB = 26.0, 0.25 deg2

❖ Ota et al. (2007):

✦ z~7.0, AB = 24.9, 0.25 deg2

Deep layer (300 min)

✦ z~4: AB = 26.9, 5 deg2

✦ z~5: AB = 26.8, 5 deg2

✦ z~6: AB = 26.3, 5 deg2

✦ z~7: AB = 25.7, 5 deg2



Thank you!


