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FITS products / Release 
NAME

DR3 S20A DR4 S21A

Total 574 TB 650 TB

imaging data  (s20a, s21a, ...) 
          and 
spectroscopic data (PFS)

https://hsc-release.mtk.nao.ac.jp/

It is easy to start and execute HSC-SSP data analysis.   
The user can test your good idea anytime and anywhere !

UI is web-based user interface on Jupyter Notebook/JupyterLab.  
It does not depend on device and OS.  
Most of the HSC-SSP data access tools are pre-installed.  (and optimized) 
It is not necessary to download HSC data to local storage. 
Not imaging data (s21a, s20a, etc ) and also spectroscopic data (PFS) are 
available online, simultaneously.  

   (now on being planning )

now under testing
The cloud-based online data analysis environment is now under testing.  
It is not served yet.  But you can see some demonstration movies by 
the prototype.  
  
https://y2.nao.ac.jp/index.php/s/637weT6sWDzCfLQ

too huge data !!

specification prototype-1  ( VM ) prototype-2  ( VM )

CPU 8 core  ( x20 node ) 24 core  ( x10 node )

RAM 256 GB  ( x20 node ) 256 GB  ( x10 node )

LAN GbE  (CNI / L2)
100 GbE   (outer) 

infiniband/connectX-7  (inner / 100GbE / CNI ) 
Nvidia network operators (for GPU A100 and ROCEv2 )

Storage NFS  (Persistent Volune) Lustre  (Persistent Volune),    
Exascaler File CSI driver   ( SR-IOV )

GPU ( none ) Nvidia A100   x4  ( Multi-Instance-GPU,  RDMA, SR-IOV ) 

Kubernetes ( master-node x1,  worker -node x10 )
Kubernetes (k0s,  master-node x1,  worker -node x5 ) 

MPI Operator 
etc ... 

prototype specification ..

You can see the electric version in the following URL : 

https://y2.nao.ac.jp/index.php/s/637weT6sWDzCfLQ


