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PFS commissioning has been underway.

2018 2019 2020 2021

Metrology Camera System 
installed 1st time on the Cs 
focus (Jun 2018).

1st Spectrograph Module (SM1) 
was installed (Dec 2019). Prime Focus Instrument 

(PFI) was delivered & re-
validated (Jun-Sep 2021).

1st Fiber Cable (Cable B1)
was installed (Feb 2021).

2022

1st system test
on the telescope 
(Sep 2021).

Engineering 
observations 



Engineering First Light in Sep 2022

Successfully observed many stars simultaneously
by intentionally positioning the fibers on the targets.
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~600 fibers

300s exposure of stars
in an NGC 1980 field 
w/ SM1 red camera



Now two fiber cables &
two spectrograph modules in place

• Completed installing SM3 in 
early Nov 2022.

• Started its operation right 
away according to the good 
results of post-installation 
tests.

SM1

SM3

Successful installation of 
2nd Fiber Cable (Cable B2) 
in April 2022.

Cable B1 & B2
on the telescope spider

@Spectrograph
Clean Room (SCR)



The observation in Nov 2022 with 
doubled multiplicity: ~600à~1200

Two more modules to come for the full multiplicity of ~2400

300s exposure of stars
in an NGC 1980 field 
w/ SM1 & SM3 blue cameras



Fiber positioning accuracy

40cm8mm between
adjacent Cobras 
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1. Accurately predict (x,y) from (a, d).
2. Accurately move the fiber to requested (x.y).

Raster scan
• To generate a 2D map of flux coming 

into the instrument around each fiber.
The offset of flux peak from the middle is a 
fiber positioning error.

Commands and scripts/notebooks have been well developed,
so we can take such a data set as this routinely. 



Fiber positioning accuracy
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The fiber diameter is 
equivalent to 100um
• 1”.13@Field center
• 1”.03@Field edge

Systematic errors are dominant.
• Translational/rotational offset

ß Some issues in the field acquisition
and/or guiding?

• Scale error
ß Inaccurately modeled?

After numerically subtracting these 
offsets and scale error.

Furthermore, averaging the errors 
from 10 sets of raster scan data.

Takeaways:
• The error seems dominated by the 

large-scale & small-scale systematics. 
Minimizing these is the priority.

• The contribution from the positioner’s 
stochasticity seems very little.

Residual map from Nov-run
• Average of 10 sets in the last two days.
• Amplitude of the residual is   ~20um in each axis
• From distortion study using HSC, sky-pfi transformation

has accuracy in a few um.
• The same function (with different coefficients) was used 

and validated by PFS AG.
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PFS-PFI-NAJ802006-01_InRengineering.pdf

Distortion study using HSC (cont’d)
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PFS-PFI-NAJ802006-01_InRengineering.pdf

Average of each set

• Telescope-fixed pattern from distortion study using the pin-hole mask (Run02)

• This patter should have been corrected during the Nov run (INSTRM-1795).

• However, the residual map resemble the map seen on page 2…



Data processing
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SpS eng. data

Updates are applied to the pipelines continuously.
à Weekly integration test: 2D (Princeton), 1D (LAM) & End-to-end (IPMU)



2D Data Reduction Pipeline (2D DRP)
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Current status:
• The pipeline (Lupton, Price+) is getting to 

be able to process data from engineering 
observations all the way down to flux 
calibration that is being developed at 
NAOJ (Yamashita, Mineo+).

• 2D PSF modeling as a key to very good
sky subtraction still needs substantial 
development, while the spectrograph 
part seems quite well modeled already 
(Caplar, Hayashi, Yabe, Kawanomoto+).

• Useful QA plots are being identified (e.g.
those for accuracies of wavelength 
calibration and sky subtraction) and
appropriate tools need to be developed
(Hamano, Tanaka, Yabe, Siddiqui, Price+).

ʻgoodʼ example

(Hayashi, Yabe+)

“DCB” ~= Spectrograph
“PFI” ~= Everything



1D Data Reduction Pipeline (1D DRP)

Z=0.6597 (vs. 0.6653)

Z=1.4462 (vs. 1.4455)

Z=0.6722 (vs. 0.6728)

F-star

5400sec 
(900x6) in 
the Nov run



HSC+PFS Science Database (SciDB)

• SciDB (currently ver. 2.5) is a Science Platform for HSC+PFS
being jointly developed by NAOJ and JHU which plans to:
– Provide easy access to outputs from the PFS pipelines as well as those 

from imaging data such as HSC.
– Have Jupyter notebook as the primary analysis environment
– Enable to perform science analyses next to massive data.

� �

T10: Science Database Updates                         Masayuki Tanaka (NAOJ)

Hisanori Furusawa
Michitaro Koike

Sogo Mineo
Takahiro Morishima

Kazumi Murata
Yuki Okura

Masayuki Tanaka

Dmitry Medvedev
Arik Mitschang

Manu Taghizadeh-Popp
Ani Thakar
Sue Werner

The joint team of NAOJ and JHU has been developing the science platform for PFS and it has been 
running stably nearly a year by now.  Please use the system for preparatory work for PFS!
https://hscpfs.mtk.nao.ac.jp/   (/rst-time login will require the ‘standard’ PFS password: pfs / 2394/bers)

To be populated and tested with 

outputs from real PFS data



Towards the end of PFS commissioning & beyond

2023 2024

Engineering observations
• 3 runs in S23A
• 2 (TBC) runs in S23B

Open use readiness review
• TBD runs in S24A for e.g.

stabilization
Start of science operation (S24B)

Fiber Cable installation
• Cable B3 on 2/6-8 (next week)
• Cable B4 (TBC)
Spectrograph implementation
• NIR camera SN1, SN2 by mid April

à NIR First Light in the April run
• All the rest in June-July

à 1st run w/ the full hardware in 
July.

2021 2022

2nd Spectrograph Module (SM3) 
was installed (Nov 2022).

2nd Fiber Cable (Cable B2)  
was installed (Apr 2022).



Mean Best focus position 167µm – min 149 – max 186

Focus in cold chamber ~5.5°- det 96.8K
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Tip 1.682e-04 rad => 10.3 microns
Tilt 2.538e-04 rad => 15.6 microns
best 166.0 microns

Spectrograph System (SpS) at LAM
• Tests of the 1st NIR camera (N1) as part of

Spectrograph Module #2 (SM2) are ongoing.
• N1 itself was fully assembled and tested at JHU, 

passed the preship review and was shipped to LAM.
• The optical alignment at LAM looks as good as how 

it was at JHU. The image quality and thermal
background are being investigated in detail at  5℃
in the chamber to simulate the operating condition 
at Subaru.
• The NIR camera will be soon confirmed to be 

confocal to a visible camera.
• Near-term goal is to deliver N1 to Subaru in Mar.

• The assembly & test
of the remaining
visible cameras are 
also ongoing.

13
Visible camera
under metrology

Ensquared energy at 
various emission lines 
along through focus



NIR Cameras #2,#3, #4 (N2-4) at JHU
• N2:
• Image quality and thermal background have 

been conformed good.
• Scattered light test is underway.

• N3: 
• Image quality check is ongoing. So far so good.
• Thermal background measurement is ongoing.

• N4:
• The cryostat assembly is nearly done to start 

pumping for tests.
• The detector characterization is ongoing in 

the test dewar.

• Near-term goal is to deliver N2 to Subaru in 
March.

#2 + foreoptics

#4

#3



Preparations for open-use observation operation
The main site of discussion and development is 
the Observation processing (“Obsproc”) WG.
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• Mechanisms of proposal submission
• Processes to support time allocation
• Digesting accepted proposals into 

observation schedules 
• Rules and policies for e.g. classical &

queue modes, program’s priority, 
filler, ToO, etc.

• Documentation

• PFS Pointing Planner (PPP)
• Queue scheduler
• Selection of calibration stars & sky 

“objects”
• Target database
• Target duplication checker
• pfsDesign file generator
• Completion rate tracker
• Online tools such as PPP & ETC

• Characterizing the instrument
• Maximizing observation efficiency
• Implementing required book-keeping 

Framework Infrastructure

Engineering observations



2022 2023

PFS lineup at this Users Meeting

2018 2019 2020 2021 2024

The selection of spectrophotometric standards for PFS observations 
based on PanStarrs1 and Gaia

Miho N. Ishigaki, Masayuki Tanaka, Masato Onodera, Wanqiu He, Yuki Moritani (NAOJ), Kiyoto Yabe, 
Naoyuki Tamura (Kavli IPMU), PFS obsproc working group members

Abstract

Spectrophotometric standards for PFS Stellar parameter estimation algorithms

Validation of the stellar parameters

Reference: 

As a preparation of the PFS science operation, we develop a strategy to homogeneously select an ideal type of stars (e.g., F-type stars) for 
the accurate spectrophotometric calibration from wide-field survey data. For this purpose, we make use of the latest data releases of Gaia and 
PanStarrs1 to cover most of the sky at Dec>-30 deg down to g~20-21. The photometric and astrometric data from the Gaia-PanStarrs1 cross-
matched catalog will be processed by the publicly available brutus code (https://github.com/joshspeagle/brutus) to interpolate the table of 
bolometric correction calculated based on a grid of stellar isochrone models. We evaluate this method by a subset of stars with known stellar 
effective temperatures from the SDSS/SEGUE catalog. We find that the method recovers the SEGUE spectroscopic temperatures with a mean 
difference of 74 K and the standard deviation of 249 K. We discuss the strength and limitation of this method for the development of the 
effective operation scheme of the PFS open-use programs.

The PFS is capable of simultaneously obtaining ~2400 spectra of 
objects. With a specially designed data reduction pipeline, the raw 2D 
images will be processed into calibrated 1D spectra. In the PFS open-
use operation, a fraction of all the fibers will be used to observe 
spectrophotometric standards simultaneously with science targets to 
evaluate time-varying atmospheric absorptions as well as the instrument 
throughputs in every exposure. The PFS spectrophotometric standards 
should satisfy (1) stelar continuum flux  should be accuratly evaluated, 
(2) the sky coverage should be wide and dense to cover all the possible 
lines-of-sights for open use programs. 

Fig.1: Flux spectrum of 
F-type stars and the 
broad-band filters of 
Gaia and PS1 

•  The MIST stellar isochrone model[2] is used to pre-compute a grid of 
stellar structure and evolution as a function of following quantities (see 
Fig.2)
• Metallicity ([Fe/H])
• Age
• Extinction (A(V)) 
• Differential extinction 

     (R(V))
• Distance

•  For each set of stellar parameters (e.g., 
Teff, logg, etc.) given in by an isochrone, a 
spectral energy distribution (SED) can be 
computed thanks to the neural network 
model implemented in the code.

•  We first prepare tables of the stellar 
isochrone models and SED models of a 
desired filter set (PS1 griz)       

•  Given observed fluxs of the filters, 
posterior probabilities of stellar 
parameters are computed.

Fig.2: The MIST isochrone 
models for the Solar metallicity 
([Fe/H]=0) and various ages (left) 
and distances (right) To make full use of the 

spectral fibers, the careful 
pre-selection of stars that 
are suitable for the flux 
calibration covering lines-
of-sites for science targets 
is necessary. 
Here we present our 
strategy of using a public 
code, brutus, developed 
by J. Speagle and is 
made available at [1])

(1) Example fitting results

We use a subset of SDSS/SEGUE catalog with 
known stellar parameters (e.g., Teff, logg) from 
spectroscopy and PanStarrs1 photometry to 
validate the SED fitting method. Fig. 4 shows the 
fitting results for (a) F-type star at high Galactic 
latitude (b=62), (b) F-type star at low Galactic 
latitude (b=14), (c) M-type star at high Galactic 
latitude (b=57). Galactic extinction makes the 
observed SEDs very different from the intrinsic 
SEDs

Fig. 5 shows difference between predicted and 
spectroscopic stellar parameters (Top: Effective 
temperature, Teff, Bottom: logg). A significant 
deviation can be seen at low log-g side where 
the algorithm over-predict the true logg. The 
scatters are similar for various [Fe/H] ranges.

(2) Overall accuracy (3) Development plan

The results of our validation based on the SDSS/
SEGUE sample can be summarized as follows:
• The predicted parameters have a mean 

accuracy of ΔTeff=102±243[K] and 
logg=0.4±0.4[dex]. An actual performance 
should be verified during upcoming PFS 
engineering observations.

• Improvement in computation time is required. 
With the current scheme, it takes 2~3 seconds 
per star on average. To cover Dec>-30deg (|b|
>10deg)  as has been done with a simpler 
method (Fig. 6 with ~0.2 billion stars), ~2 
months with a 100-folds parallelized calculation 
is required.  

ー SEDs from isochrone models
● Observed magnitudes

Fig.3: Observed magnitudes vs. SEDs from 
isochrone models. The models appropriate for F-
dwarf (top) and M-dwarf (bottom) with various 
evolutionary phases are shown. 

F-dwarf ( )Teff = 7137[K], log g = 4.2

M-dwarf ( )Teff = 4029[K], log g = 4.2

[Fe/H] = − 1.0, Mini = 0.8, D = 8[kpc]

[Fe/H] = − 1.5, Mini = 0.5, D = 2[kpc]

(a) (b) (c)

Fig. 4

Fig. 5

Fig. 6

[1] https://github.com/joshspeagle/brutus, [2] https://waps.cfa.harvard.edu/MIST/

P03 by Miho N. Ishigaki (NAOJ) 

We run simulation with PPP by
requiring Grade A completion>90% & Grade B>65%
test samples used in the simulation:

PPP outputs (execution time~15 hours):
453 pointings (453*15min~113 hours) are required, they 
can mostly cover Grade A programs

on average, the set requirement on completion rate can be 
achieved 

for low-density programs 
if Grade A (e.g., A2)  —> able to complete >70%
elif Grade B (e.g., B2/5) —> hard to get high completion rate 
as targeting at them will highly reduce the fiber usage fraction

on average, the fiber usage fraction can reach 60% (Cyan 
histograms); 

blank fibers can be assigned to fillers; after adding fillers, the 
fiber usage fraction can reach >90% (orange histograms)

Grade A

Grade B

Fillers (user + observatory)

type count N_exp
A1 galaxy 8500 9

A3 star 4500 4

A2 QSO 35 5
B1 galaxy 1500 6

B2 galaxy 40 3
B3 star 8000 5

B4 star 10320 3

B5 QSO 10 12
B6 cluster 20000 6

B7 cluster 10000 8

[p02] PFS Pointing Planner (PPP): optimal tiling algorithm for PFS 
open-use programs
Wanqiu He, Masayuki Tanaka, Miho N. Ishigaki, Masato Onodera (NAOJ) & obsproc member 

Subaru UM FY2022 Jan. 31-Feb.2 2023, NAOJ

Introduction
Subaru Prime Focus Spectrograph (PFS) is a fiber-fed multiplex system, which enables acquisition of around 2000 spectra of science objects simultaneously over a 
wide hexagonal field of 1.38 deg on the sky. Its innovative features are expected to help make great improvements in various science fields. 

to efficiently utilize all fibers, it plans to share fibers among multiple open-use programs
Problem: WHERE TO POINT the TELESCOPE? —> different programs can have different science priority, spatial density/distribution, exposure time, etc. 
In this project, we develop PFS Pointing Planner (PPP), to optimize pointing centers for PFS open-use programs. It enables:

to achieve high completion rate for accepted programs, while keeping high fiber usage fraction in each pointing

PFS pointing Planner: a general flow-chart

Target DB — read accepted programs

STEP1: Determine pointing centers

STEP2: Optimize pointing centers

STEP3: Add fillers, F-stars, sky positions

ID, RA, DEC, exposure time, science grade 
(determined by SAC/TAC), inner priority 
(defined by PI), requirements (e.g., 
resolution)…

  Yes               

assign weight to each target

put pointing at the Kernel 
Density Estimate (KDE) peak

achieve the requirements?

run Netflow with all the pointings
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estimate fiber assignment of targets

*one pointing = 15 min

use 

incompletion rate:



un-used fiber fraction:

U = Tmiss + Twaste

Tmiss = 1
n(targets)

target

∑
i

[(Ti,request − Ti,done)/Ti,request]

Twaste = 1
n (point)

point

∑
i

[ni,blank−fiber /2394]

minimal U?
  Yes               

INITIAL Pointing centers determined!
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*e.g., average completion rate>80%

*weight is regarded as the cost of each target

STEP4: Schedule pointings across the semester (Queue Planner)

Final PFSdesign files

W
1

Science 
grade

P1= 3 
(grade A) 

or 2 
(grade B) W1=pow(a, 

P1+0.1*P2) 
initial guess: 

a=10internal 
user 

priority

P2= 0 
(lowest) - 

9 
(highest)

W
2

requested 
exposure 

frame 
(e.g., 1 
hour=4 
frames)

N(exp)

W2=pow(N, 
b), 

initial guess: 
b=-0.1

W
3

count of 
all targets 
in one FoV

N(target)

W3=pow(N, 
c) 

initial guess: 
c=-0.1

Fin
al

have been 
already 
partially 

observed?

P3=1.5 
(yes) or 1 

(no)

P3*W1*W2*
W3

weight scheme
-higher weights given to Grade A 
programs

separate pointings into different 
groups by clustering algorithm

For each group: 

optimize PA of pointings

For each group:

locally perturb pointings to 
search for optimal solution

*linking length = 1.38 deg (diameter of FoV)

minimal U?

  Yes               

FINAL Pointing centers determined!

For each pointing in the group: 

-assign a distance penalty to nearby un-allocated 
targets within 2FoV;

-get the mean (ra, dec) weighted by the weight + 
penalty of nearby un-allocated targets

move the pointings towards (ra, dec)

run Netflow with new pointing centers

N
o,
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estimate fiber assignment of all targets

pick up pointings with fiber 
usage fraction <80%

add fillers with weight = 
0.5*min(cost of accepted targets)

or

1st
2nd

3rd YYYY/MM/DD xx:xx 1st

YYYY/MM/DD xx:xx 2nd

YYYY/MM/DD xx:xx 3rd

…

PPP: simulation results
PPP would optimize pointing centers for the whole semester 

INPUT: accepted programs; requirements
OUTPUT:

final tiling pattern (incl. the total number, center and PA of 
pointings), fiber assignment of targets, schedule of pointings
format of output:

visibility, total priority of 
pointings considered

# point_1, center_ra1, center_dec1, PA1, obs_time1

fiber_1, obj_ID, obj_ra, obj_dec, grade, weight_final,…

…

# point_2, center_ra2, center_dec2, PA2, obs_time2

fiber_1, obj_ID, obj_ra, obj_dec, grade, weight_final,…

…

PPP:online tool
A simplified version of PPP will be provided to help users get an 
idea of expected completion rate of their science programs

users need to upload their science programs with RA, DEC, 
inner priority and requested exposure time
What will this online tool do?

to simulate if the user program is given Grade A/B in the 
queue mode, or assigned to the classical mode
completion rate & fiber usage fraction in each case will be 
provided

P02 by Wanqiu He (NAOJ) 

The discussion session later today
by Pyo (+ Tanaka, Onodera, Takagi) and Oguri.

Spectrograph Modules System (SpS)

Metrology Camera System on 
Cassegrain focus (Cs-MCS)

Metrology Camera on the Unit-Selector 
(US-MCS)

Subaru Night Sky Spectrograph (SuNSS)

Prime Focus Instrument (PFI)

Science fiber Cables (Cable B)

PFS: Status of hardware
commissioning at Subaru

J. Rousselle1, W. Gee1, S. Koshida1, K. Morihana1, Y. 
Moritani1, H. Okita1, L. Ramos1, N. Tamura2, M. Wung1, 
H. Yoshida1  for the PFS collaboration

1Subaru telescope (NAOJ)
2 Kavli IPMU, The University of  Tokyo

The commissioning of the various PFS hardware subsystems started in 2018,
with the metrology camera installed on the Cassegrain focus.
Since then, 2 science fiber cables, 2 spectrograph modules (with 2 visible
cameras each), and the Prime Focus Instrument were successfully installed
and tested at the summit.
Commissioning of these systems continues with regular improvement of
design, stability and operation procedures.
We expect the last PFS hardware to be installed and commissioned during
FY2023, with the installation of the 2 remaining science fiber cables, the third
and fourth spectrograph modules and all four NIR cameras.

Fig. 9: Cs-MCS on Cassegrain focus

Subaru User Meeting (Jan. 2023)

PFI
SpS

MCS

Cable B
Fig. 4: PFI being installed on the telescope prime focus

Fig. 1: Top view of the spectrograph clean 
room, with SM1 (bottom left) and SM3 (Top left) Fig. 2: SM3 (right) during integration at Subaru. Fig. 3: PFI stored on the unit-selector

Fig. 10: US-MCS below PFI on the 
unit-selector

Fig. 11: SuNSS on telescope spider 
arm, connected to Cable B#1

Fig. 7: Installing 
Cable B#1 along 
the side of the 
telescope

Fig. 6: One of two gang connector 
(~300 fibers), interfacing with a 
spectrograph module 

Fig. 5: Inside view of the tower 
connector (~600 fibers), 
interfacing with PFI

Timeline of  hardware commissioning at Subaru

PFS ~2400 science fibers will be connected to 4
identical spectrograph modules (SM), each receiving
∼600 fibers. Every spectrograph module will host 3
cameras, covering the blue (380-650 nm), red (630-
970 nm) and near-infrared (940-1260 nm)
wavelengths [1].
The spectrograph modules are located on the top floor
of the telescope dome, in a dedicated clean room,
which temperature is precisely controlled
(4±0.25degC).

Currently, the clean room is hosting the first 2
spectrograph modules (SM1 and SM3) with 2 visible
cameras (blue and red) on each of them (see Fig. 1).

SM1 have been stable since its installation in 2019,
and performing as expected.

The only major maintenance being the replacement of
SM1 red shutter, which belt broke due to
manufacturing error.

The installation of the second SM (SM3) was
completed in Nov. 2022 with the assistance of our
colleagues from LAM (France) and commissioning is
still ongoing (see Fig. 2).

Both spectrograph modules are now in use during the
PFS engineering runs, while being connected to
~1200 science fibers.

During 2023, we expect to complete PFS
spectrographs, with the delivery and installation of the
first 2 NIR cameras on SM1 and SM3 (in Mar./Apr.)
and the remaining spectrograph modules, SM2 and
SM4 (in Jun./Jul.).

The Prime Focus Instrument hosts PFS focal plane
with all ~2400 science fibers on their individual cobra
positioners, and 6 auto-guiding cameras. During
observation, PFI is installed inside POpt2 (the prime
focus unit), behind the wide field corrector, at Subaru
prime focus, similarly to HSC (see Fig. 4).
While not in use, PFI is stored on the unit selector
with the other prime focus instruments and secondary
mirrors (see Fig. 3).

PFI was delivered to Subaru in June 2021, from our
colleagues at ASIAA, and subsequently
commissioned on the telescope during various
engineering runs [2/6]. Since then, various
maintenance and corrective actions have been
performed on PFI, including the modification of the
rotator limit switches,

the repair of a leak sensor and the stabilization of its
auxiliary electronics.

The operation of the auto-guiding cameras was
successfully confirmed during previous engineering
runs, but they still need to be integrated to the
telescope tracking system, with assistance from
MELCO. This work is scheduled for Apr. 2023.
In Feb. 2023, small windows will also be installed in
front of the auto-guiding cameras to correct a focus
offset (~0.6mm) between the science fibers and the
auto-guiding cameras.

Work is also ongoing to optimize the PFI installation
process, from the unit selector to the telescope prime
focus (see Fig. 4).

[1] Prime Focus Spectrograph (PFS) for the Subaru Telescope: its start of the last development phase, Naoyuki Tamura et al., SPIE 2022
[2] Prime focus spectrograph (PFS) for the Subaru Telescope: the prime focus instrument, Shiang-Yu Wang et al., SPIE 2022
[3] Prime Focus Spectrograph (PFS): fiber optical cable and connector system (FOCCoS) – integration, Antonio Cesar de Oliveira et al., SPIE 2022
[4] Prime Focus Spectrograph (PFS): the metrology camera system, Shiang-Yu Wang et al., SPIE 2020
[5] Subaru Night-Sky Spectrograph (SuNSS): fiber cable construction, Antonio Cesar de Oliveira et al., SPIE 2022
[6] Subaru FY2022 User Meeting poster “Summary of PFS Engineering Observations in FY 2022”, Shintaro Koshida

The ~2400 science fibers are spread amongst 4 pairs
of fiber cables, ~55m long, connecting PFI on the
telescope prime focus (see Fig. 5) to the
spectrographs on the top floor of the dome (see Fig.
6).
Each pair of cable includes 2 strain relief boxes and a
monitoring system to confirm the fiber connection on
PFI [3].

As of today, all 4 science fiber cables were delivered
to Subaru, while 2 of them were installed on the
telescope in Feb. 2021 (see Fig. 7) and Apr. 2022.
These 2 science fiber cables are now connected to
the spectrograph modules SM1 and SM3.
Performance measurements of the science fiber cable
were performed just before and after installation,
including focal-ratio degradation, uniformity, and
throughput. The results were consistent with previous
measurements at LNA in Brazil and PFS
requirements.

Long term monitoring was also
performed on the first 2 fiber cables to
measure the performance degradation
with temperature variations and the
telescope elevation, and no significant impact was
measured.

The third science fiber cable was recently tested on
the telescope observation floor (see Fig. 8). Its
installation is scheduled for Feb. 2023, while the
fourth fiber cable will be installed within few months

Fig. 8: Cable B#3 laying down on the 
observation floor during testing, prior to 
installation

The metrology camera (Cs-MCS) is a 380mm Schmidt telescope
located at the Subaru Cassegrain focus, equipped with a 50M pixel

camera. It is used to take images and measure the positions of the back-
illuminated science fiber on the focal plane [4].
Cs-MCS was installed and commissioned in 2018 (see Fig. 9), using a back-
illuminated pinhole mask on the focal plane. The only major repair made on Cs-
MCS was the modification of its primary mirror support structure in 2019, to
reduce stress on the mirror and improve Cs-MCS image quality.

The Subaru Night Sky Spectrograph (SuNSS) is a dedicated instrument used to
measure the spatial and temporal variation of the night-sky background
emissions, in order to improve the accuracy of sky subtraction on PFS spectra
[5].
SuNSS is composed of 2 small aperture (~36mm) telescopes permanently
attached to Subaru spider arm (see Fig. 11). One has a clear lens, while the
other uses a diffuser. Each of them feed the sky emission to 127 fibers,
connected to one of PFS science fiber cable, and one of PFS spectrographs,
while PFI is not used
SuNSS was installed in 2021, and since then several hundreds of hours of data
was taken, including data for the stability test of the first spectrograph (SM1) and
the first science fiber cable (CableB#1).

A smaller version of the metrology camera was recently installed below PFI on
the unit selector, where PFI is stored when not in use (see Fig. 10). This camera
is currently being tested and will be used to continue the commissioning of PFI
while in standby, and perform functionality tests before observation.

2018 2019 2020 2021 2022 2024
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Cs-MCS installation SM #1 installation

CableB #1
SuNSS
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P07: Summary of PFS Engineering Observations in FY 2022

Abstract: In FY2022, Prime Focus Spectrograph (PFS) completed five engineering observation runs as of January. The biggest achievement in them must be the engineering first light using the end-to-end optical
path of PFS with Spectrograph Module 1 (SM1) in September. 470 science grade optical fibers are successfully positioned on the target stars in a field of NGC1980 on the primary focal plane of Subaru Telescope, and
spectra were observed at once in the blue (380-650um) arm and the red (630-970um) arm, with the spectra of twenty flux calibration standard stars. Besides, auto guiding (AG) loops using PFS AG cameras and
telescope control via Gen2 were successfully closed with errors less than 0.1 arcsec. This was the last step just before proceeding to the final tests using the Telescope AG system. The key performances of PFS were
also examined. Convergence precision and speed of the fiber positioning modules Cobras showed good stability in the repeated convergence processes. The spectroscopic data are under analyses to characterize
spectrum traces on detectors, wavelength calibration with arc lamp spectra, throughputs with flux standard star spectra, and so on. Newly developed Gen2 commands supported operations of those measurements.
Through the engineering run in FY2022, we also found some issues such as the focal position difference between AG cameras and the science fiber tips with 0.55-0.60mm. Finer tuning of the fiber positioning process
is also necessary for maximizing the observation efficiency. In FY2023, PFS collaboration will keep tackling those issues, besides the NIR camera integration, for realization of the science operation.

2022.04

Run 5 
17-18, May

7 nights allocated,
5.5 nights canceled

2022.07

Run 6 
15-21, Jun.

7 nights allocated

Run 7
21-26, Sep.

6 nights allocated
2022.10

Run 8 
14-20, Nov.

7 nights allocated

Run 9
15-18, Dec.

4 nights allocated
2023.01

Run 10 
14-17, Feb.

4 nights allocated

Engineering First Light and achievements following
After various efforts for introducing sky objects onto the science fibers, we succeeded in the

engineering first light in Run 7. 470 fibers are allocated to stars distributed in a field of NGC 1980, an open
cluster in Orion, beside 20 fibers allocated to flux standard stars at the same time.
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Blue camera Red camera

FibersThe figures above show 2D image of the spectra of the
engineering first light in the blue and the red arms. Spectra of stars or
faint distant galaxies in different fields were also observed in Run 8. In
addition, we succeeded in observing sky objects with 600 more fibers
in the blue and red arm of the additional spectrograph module, SM3,
in the same run.

Data reduction such as sky subtraction, wavelength calibration or
flux calibration on these data is ongoing using calibration data taken
in the same run such as dome flat images with halogen or arc lamps
for spectra traces and wavelength calibration. With preliminary data
reduction, we could detect emission lines on a spectrum of a galaxy
and could estimate a redshift with 1D pipeline as z ~ 0.83.

Key performance and characteristics

Auto-guiding system

Future works
One of the important issues to be solved in future is the error in the

focal position of cameras, which are 0.56 mm away from the best focus
for the science fibers. That was found from the through focus test. This
error will be filled by putting additional field elements in front of AG
cameras in Feb. 2023.

Besides continuing the finer tuning of fiber positioning as discussed in
the sky-PFI coordinate transformation section, PFS hardware installation
will be completed in the next FY, starting with the first NIR camera in
spring. PFS system performances such as on-sky sensitivity with the full
system will be completed in FY2023 before open use of PFS starts in
FY2024.

In FY2022, PFS auto-guiding (AG) system was
proven to be able to close AG loop successfully with
the telescope control via Gen2.

PFS AG process flow is illustrated in Figure 9
with some simplification. As other submodules of
PFS, AG system consists of software named “Actor”
which are assigned to each specified tasks. Actors
communicate through Message Hub System, the
integrated communication platform for all Actors.

In normal operation, AG error computed by AG
Actor is sent to the telescope control system
through MLP1. However, this flow was not available
in FY2022 because of the function verification by
MELCO had to be postponed for about a year due to
the hardware trouble happened to PFI in Nov. 2021.

Shintaro Koshida, Yuki Moritani (Subaru Telescope/NAOJ), Naoyuki Tamura (Kavli IPMU), Robert Lupton, Craig Loomis, Arnaud Le Fur, Hassan Siddiqui 
(Princeton University), Chi-Hung Yan, Jennifer Karr (ASIAA), Hiroshige Yoshida, Satoshi Kawanomoto, Yuhei Takagi, Akira Arai, Eric Jeschke, Masato 

Onodera (Subaru Telescope/NAOJ), Kiyoto Yabe (Kavli IPMU), and PFS Collaboration

Cobra convergence is an ability of
the fiber positioners “Cobras” to
reach to commanded positions
accurately and quickly. We measured
the convergence through runs every
time we set Cobras to designed
positions. The number of trials with
designs for real sky objects would
reach to more than one hundred
times in total, in addition to the
intensive test with non-sky-object
designs in test purpose.

In most of the cases, more than
95% Cobras reached to the positions
within 10 iterations in several minutes
with the convergence threshold of 10
um, which is sufficient for science
operation. Note that the rest 5%
includes un-assigned.

2. PFI position repeatability
Repeatability of the PFI position over installation to and removal from

the telescope was estimated. The variation of the PFI rotator center
between Run 6 and Run7, measured from the telescope pointing errors
calculated with stars on AG cameras in various instrument rotator positions,
was 41 um. The PFI position variation stayed within the requirement on the
PFI position variation introduced by its installation to and removal from
POpt2, which is 200 um in lateral direction against the optical axis of the
telescope primary mirror. It was also assured from the PFI rotator center
position measured with MCS that the PFI position measured in Run 8 was
consistent with the previous ones in 2019 and 2021.

Summary: PFS experienced 5 engineering observation run by December in FY2022. In spite of difficulties such as the bad weather and the telescope and instrument troubles during those runs, important key
performance evaluations were carried out to assure the functions of PFS such as the PFI position repeatability at the primary focus of the telescope, Cobra positioning repeatability, focal positions of AG cameras and
science fibers, and so on. Fiber positioning accuracy was dramatically improved by the intense analysis of the repeated raster scan data, obtained by the Gen2 functions newly developed for this purpose. PFS auto-
guiding system has been proven to be able to close the guiding loop successfully with telescope control via Gen2. After all those efforts, we achieved the engineering first light in September with the field of NGC1980.
Many spectra of stars and galaxies has been taken in the consecutive engineering runs along with calibration data. Data reduction such as sky subtraction, wavelength calibration and flux calibration with the pipeline
is under examination with those spectrograph data. In the last run in FY2022, in Feb. 2023, auto-guiding system will be tested and certified to be functional with Subaru telescope control system, as designed. In FY
2023, whole PFS modules will be installed in Subaru, followed by completion of the engineering observation before the open use and SSP with PFS will be started.

3. “Dot” position measurement
PFI Field Element has dots in the same number of science fibers

printed on its surface. They are used for masking fibers around a bright
light source to prevent light contamination to neighbor fibers on detectors.

Exact positions of the dots were measured through Run 7 and 8 by
moving Cobras along theta- and phi-axes step by step while observing
their locus by MCS. By knowing the actual position of dots on PFI plain,
more precise control of Cobras to mask them behind dots became
possible. This technique is to measure spectrum traces on detectors
precisely. Also, it could be used to observe the defocused PSFs on
spectrographs’ detectors in purpose of the research on PSF modeling.

Sky-PFI coordinate transformation
In Run 6, it is found that the targets on sky were apart from science fibers with 1-2 mm shift on PFI plain

and about 1 deg rotation after Cobra convergence to a designed configuration. The cause of the offset was
pursued with raster scan, a newly developed function for this purpose (Takagi, Arai, Koshida et al. ), on
defocused bright star images.

After investigations on the coordinate transformation used in the Cobra convergence, it turned out that
MCS-PFI transformation employed the designed positions of the fiducial fibers (FF) while sky-PFI
transformation employed the measured positions by scanner in laboratory. The discrepancy introduced
difference of Cobra center positions as big as 3mm. It explained the large part of the Cobra offsets.

By correcting the discrepancy, Cobras were positioned on sky objects within distances less than 1”.5,
which led to the successful engineering first light. However, the residual offset still show a systematic
pattern similar to the distortion measured by HSC. The amplitude was several time larger in PFI. In future
engineering observations, this pattern will be also corrected in the Cobra positioning process.
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Normal operation process
Engineering operation in 
FY2022

Instead, an AG error correction system through Gen2 was developed (Jeschke, Yoshida et al. ) and used in
engineering observation in FY2022. AG loops were successfully closed with the system with a typical guide error
smaller than 0”.1 .
Final test of the normal flow using Subaru telescope control system via MLP1 with MELCO is planned in the next
engineering run in Feb. 2023.

5.5 nights were cancelled 
because of hardware 

trouble on the electronics 
box and on the coolant 

leak sensor on PFI

Dome has stayed 
closed through 
the run due to 

the bad weather

Figure 1:
An instance of Cobra convergence. This
figure shows the histograms of fibers against
their distance from the designated position
over iteration. (In courtesy of Yan et al.)
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Figure 2:
Measurement of the difference 
between the instrument rotator 
center and the telescope pointing 
axis. Residuals of the actual star 
position on AG camera from the 
expected position in various rotator 
angles are plotted on RA and Dec 
plain. This measurement was 
repeated with telescope elevations 
of 30, 52, and 65 degrees.
(In courtesy of Kawanomoto et al.)

Figure 3: Dots printed on the PFI
field element. The field element is
installed right in front of science
fiber tips.

Figure 4: An example of the dot position
measurement with an MCS image. Each
small dots shows the locus of fibers, and
large pink disk shows the measured dot
position. (In courtesy of Neven et al.)

Visit #:

Figure 5: Defocused images of emission
lines on a spectrograph’s detector with fibers
hidden behind “dots” (top) and without the
hidden fibers (bottom). (In courtesy of
Neven, Le Fur et al.)

X (mm)

Y 
(m

m
)

X (mm)

Y 
(m

m
)

Of
fs

et
 in

 
X 

di
re

ct
io

n
Of

fs
et

 in
 

Y 
di

re
ct

io
n

Cobra position residual HSC distortion

Figure 8: Cobra position residuals after correcting coordinate
discrepancy (left panels) and distortions measured by HSC
(right panels). (In courtesy of Kawanomoto, Moritani et al.)
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Figure 7: 
Difference between 
coordinate based on 

designed FF positions 
and on ones measured 

in laboratory. 
(In courtesy of Le Fur

et al.) 

Figure 6: 
An example of the 
raster scan data 
visualized on PFI 
plain. Total flux in a 
fiber are plotted on 
each dithered 
position. (In 
courtesy of Lupton 
et al.) 

Figure 9: AG process flowchart adopted and simplified
from the figure by Yoshida.

Figure 10: 
Raw spectrograph 
detector image of the 
engineering first light of 
PFS. Left panel shows 
the image in the blue 
arm of SM1, while right 
panes shows one in the 
red arm. 

Figure 12: Focal position search for science fibers by
through-focusing. Both of blue-arm flux variation in
fibers aligned on stars (blue symbols) and one in fibers
off from stars shows consistent gap around 0.6 mm from
the AG best focus position. (In courtesy of Yabe et al.)
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1. Cobra convergence stability

Figure 11: Detected emission line image of a galaxy 
(left) and the spectrum of the lines with a preliminary 
reduction (right). Estimated redshift from the spectrum 
is z ~ 0.83. (In courtesy of Lupon, Onodera et al.)
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HUGE thanks to all hard TEAM WORKs
(Apologies to many people missed on the photos ...)

LNA (Brazil)
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PFS instrumentation 
is now on the home stretch.
• Engineering observations

• Engineering First Light in Sep 2022
• Fiber positioning accuracy is getting better. 

Minimizing the systematic errors that 
dominate the accuracy is next priority.

• Ongoing hardware development
• SM2 is being tested at LAM with the NIR 

camera. 3 other NIR cameras are being 
tested at JHU.

• Timeline
• Installing Cable B3/B4 on the telescope 

next week/late Mar.
• Aiming to install 1-2 NIR cameras by mid 

April, and the rest of SpS in June-July.
• NIR first light in the April run.
• 1st run with the full hardware in July.

• Open-use readiness review in Jan 2024 for 
science operation from S24B.

ü Official web site - https://pfs.ipmu.jp/
ü Membership registration - https://pfs.ipmu.jp/research/regist_collab.html
ü Blog - https://pfs.ipmu.jp/blog/
ü Instagram - https://www.instagram.com/pfs_collaboration/

ʻgoodʼ example

https://pfs.ipmu.jp/
https://pfs.ipmu.jp/research/regist_collab.html
https://pfs.ipmu.jp/blog/
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